**Лабораторная работа №8**

## Метод обратного распространения ошибки

Структура многослойного персептрона с пятью входами, тремя нейронами в скрытом слое, и одним нейроном выходного слоя.
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**Алгоритм обратного распространения ошибки.**

|  |  |
| --- | --- |
| Шаг 0. | Начальные значения весов всех нейронов всех слоев V(t=0) и W(t=0) полагаются случайными числами. |
| Шаг 1. | Сети предъявляется входной образ X, в результате формируется выходной образ y Y. При этом нейроны последовательно от слоя к слою функционируют по следующим формулам:  скрытый слой  http://alife.narod.ru/lectures/neural/Image29.gif  выходной слой  http://alife.narod.ru/lectures/neural/Image30.gif  Здесь f(x) - сигмоидальная функция, определяемая по формуле (6.1) |
| Шаг 2. | Функционал квадратичной ошибки сети для данного входного образа имеет вид:  http://alife.narod.ru/lectures/neural/Image31.gif  Данный функционал подлежит минимизации. Классический градиентный метод оптимизации состоит в итерационном уточнении аргумента согласно формуле:  http://alife.narod.ru/lectures/neural/Image32.gif  Функция ошибки в явном виде не содержит зависимости от веса Vjk, поэтому воспользуемся формулами неявного дифференцирования сложной функции:  http://alife.narod.ru/lectures/neural/Image33.gif  Здесь учтено полезное свойство сигмоидальной функции f(x): ее производная выражается только через само значение функции, f’(x)=f(1-f). Таким образом, все необходимые величины для подстройки весов выходного слоя V получены. |
| Шаг 3. | На этом шаге выполняется подстройка весов скрытого слоя. Градиентный метод по-прежнему дает:  http://alife.narod.ru/lectures/neural/Image34.gif  Вычисления производных выполняются по тем же формулам, за исключением некоторого усложнения формулы для ошибки  j.  http://alife.narod.ru/lectures/neural/Image35.gif  При вычислении  j здесь и был применен принцип обратного распространения ошибки: частные производные берутся только по переменным *последующего* слоя. По полученным формулам модифицируются веса нейронов скрытого слоя. Если в нейронной сети имеется несколько скрытых слоев, процедура обратного распространения применяется последовательно для каждого из них, начиная со слоя, предшествующего выходному, и далее до слоя, следующего за входным. При этом формулы сохраняют свой вид с заменой элементов выходного слоя на элементы соотвествующего скрытого слоя. |
| Шаг 4. | Шаги 1-3 повторяются для всех обучающих векторов. Обучение завершается по достижении малой полной ошибки или максимально допустимого числа итераций, как и в методе обучения Розенблатта. |

Как видно из описания шагов 2-3, обучение сводится к решению задачи оптимизации функционала ошибки градиентным методом. Вся “соль” обратного распространения ошибки состоит в том, что для ее оценки для нейронов скрытых слоев можно принять взвешенную сумму ошибок последующего слоя.

Параметр h имеет смысл темпа обучения и выбирается достаточно малым для сходимости метода. О сходимости необходимо сделать несколько дополнительных замечаний. Во-первых, практика показывает что сходимость метода обратного распространения весьма медленная. Невысокий тепм сходимости является “генетической болезнью” всех градиентных методов, так как локальное направление градиента отнюдь не совпадает с направлением к минимуму. Во-вторых, подстройка весов выполняется независимо для каждой пары образов обучающей выборки. При этом улучшение функционирования на некоторой заданной паре может, вообще говоря, приводить к ухудшению работы на предыдущих образах. В этом смысле, *нет* достоверных (кроме весьма обширной практики применения метода) гарантий сходимости.

Исследования показывают, что для представления произвольного функционального отображения, задаваемого обучающей выборкой, достаточно всего *два слоя* нейронов. Однако на практике, в случае сложных функций, использование более чем одного скрытого слоя может давать экономию полного числа нейронов.

В завершение лекции сделаем замечание относительно настройки порогов нейронов. Легко заметить, что порог нейрона может быть сделан эквивалентным дополнительному весу, соединенному с фиктивным входом, равным -1. Действительно, выбирая W0=, x0=-1 и начиная суммирование с нуля, можно рассматривать нейрон с нулевым порогом и одним дополнительным входом:

![http://alife.narod.ru/lectures/neural/Image36.gif](data:image/gif;base64,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)

Дополнительные входы нейронов, соотвествующие порогам, изображены на Рис. темными квадратиками. С учетом этого замечания, все изложенные в алгоритме обратного распространения формулы суммирования по входам начинаются с нулевого индекса.

**Алгоритм:** ***BackPropagation*** ![(\eta, \alpha, \{x_i^d, t^d\}_{i=1,d=1}^{n,m}, NUMBER\_OF\_STEPS)](data:image/png;base64,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)

1. Инициализировать {*wij*}*i*,*j* маленькими случайными значениями, {Δ*wij*}*i*,*j* = 0
2. Повторить NUMBER\_OF\_STEPS раз:

Для всех d от 1 до m:

* 1. Подать ![\{x_i^d\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAAXBAMAAAB+ApuWAAAAMFBMVEX///8AAADMzMxQUFC2traenp4EBAQwMDAiIiIWFhZAQEAMDAzm5uZ0dHRiYmKKiooiTlpUAAAA+UlEQVQYGWNgQAK8MkgcKJNpA6YY3wKYmLIJlGX38gOr3QEQhzUFKsR1gfEAlMdeABVTZPAEsrpAPA6Y2A2GxwcYGNpRxL4zTL2ALsZ17/EHJDGWe2veQo0A6+VcwMCgy9DBKwQyiIGhAkSEKTAwPGCYzOAA4jAwuAUwMLjvATIOMIiCBYAE0y4HBobbB4AsVgEgAQZqQHUM3AZAgnkCUK03SHAFiAC52YHTgOcCAxOIC3Mzv5D2Az6QABDAxJhq79S+YeArQRYDK2C4U48pdiABLsbVAGICAe8CEDkLRDClgkgg4PQ/wMDAnwRmn3sCphi43gPdDgp7AHiSODfqjr5OAAAAAElFTkSuQmCC)на вход сети и подсчитать выходы *oi* каждого узла.
  2. Для всех ![k \in Outputs](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGgAAAASBAMAAABFi4Y1AAAAMFBMVEX///8AAADMzMwiIiJAQECKioq2trbm5uZiYmIMDAx0dHQwMDAEBAQWFhZQUFCenp7xDfpTAAABz0lEQVQoFZVSP0gbURz+ciH3Yl7+2IhEcGji1CUlAUFKodwgnW8rKMIFlzoIgW5S6OFiO1Rd1M2elEIVBQuCxUJ10cXBoCBZAkE6VF1u6NCp7fcul0tyU/rBfb/f93vf+3O/96CVDYTx5+2ParjWqyNmrwZe2dDP/KK+2j0aqEp4Ue2Cvlvfm651TwrUu3Z1utFoqvy1TapYJCLV9IJPgRr3C8XnfvJExYLTUhG3FUNqWHw2WBLr/qg+opKK/egY0v5VnrR+T0zdIVB4vONAzy3IE7qkqbyEzCneMu17sEfvAfuqmswHCjWRRXzD0fJ0DSirQvJE8Zc3+TrYo2fQrVOkVtoKsRIsROvKA8yOEaqRkRJJDAktC/boIYSWQ3KprZAZWqRn+VrNwdw3wmES2Sels2B7D3h4ILGKghko7D1weYRtqA2i/DwM1BgKNlI2TkW8JiANbHXUGGSJR9iFQ5u0SAoJLi42+W+ulluIGnEkTdQ76hwxA+P4GFM7iUtvCukpMO/wWs304IuU85dXlih11CFkHh8gP3n2In/QQ+L78hIT/Wjxq5M5crE99bNLvdy58X1eaD+j7prKD8KFfvRaP6aQhw/g/zEz6oYn/QOuknqQ7Tgx8wAAAABJRU5ErkJggg==)

δ*k* = *ok*(1 − *ok*)(*tk* − *ok*).

* 1. Для каждого уровня l, начиная с предпоследнего:

Для каждого узла j уровня l вычислить

![\delta _j = o_j(1 - o_j)\sum_{k \in Children(j)} \delta _k w_{j,k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARAAAAApCAMAAADK1ob2AAAAM1BMVEX///8AAACKiopQUFAWFhYMDAxiYmKenp4iIiIwMDB0dHS2trbMzMzm5uYEBARAQEB8fHwRBvquAAAFMElEQVRoBe1a27qjKgwGVFAOMu//tDsJB1HRNu2emXa+xUUXQgJJzAF+lxCf36SUY23TCo9Sus8VO7wiGotJS2nbTbwd5dIOfFR/8K+IY1lveJbysItaWSbliqiGcRq4TIlem/Q3RB5/5CgUVjkdlnf6MHD3yNYPFjfqbsXLOZ9d14/zJU13IrB83kh5NHh+Ed3Fj4Ns/ZjKNPvN5MphiVyDiMjRSAxSsugbEaHL1m/Z5az9YrdPfizTC3dTx2MY5RtZg62febWK6Zp52AYRa7HlU389lN6nCHtEbP3sdMxZvWVhzEet22Cea+Z5aJAjq5h5MaCkrNa/kO5yeK+f1wtuvTrh164MfvZuX+iBPNaT0LilBzNCbWgtstZq+MggJ1YROXUCJXo1jRz102KAjO4krDn1ZAio1aY0kF01T5FlcKXcZC2eDwxyZhUD94VPr6WRo37GixHsoDECbfXwohH8XTAGYgrQ++yzEJEiKyTKzTatQfzWisHOrDtPa8S57rpz7b0m3maqfiFSYgjCowYzvg9L8iVd8rQQ9NpjOhbUCNjWa3qSHCxSNkyUXYP4ZWvFJc+sfIOI4aVCs+lnc/oj56AynsTLWudpT0rNx8LbySE+HQWmJqs+GzIdVn7IhIl13s9vstGvlACMGEei77TO0wENEsj21t4eHwNdKAySFspNxDZkGqfK3Q6riDtpzjynkbEX8Ceq40Cj3xqcxahfYSGFfg7pZNNFlOkR7D6gcDC9hQA8nxq6kUcbVMqlynhvEHFmFbgvp80l/DhMQFv1c6NxdGNAYQZUFVesutTpEC3ZQwRhUmq92jHgKQSNWilLVA5QE+NQMmiH/8zKPJiJ2ERqZ4ProaqfnvKN0i9aOxstuWjVpU43Sz1fCTNlePJA1+xRcofhKWh5J/12w9KfjVvhXZ5a1qU3/fzhsVBGpt+DNJl1ybn9JF93wExHTfgBBFlDCvKK/RYgkAE1etP3KaRdplDybvG0QmJ1LAfx09F8uqNZK+C578HHFt15gSAQHJN60+4+hTR7bJSKK1hmva1nzU7UPRVcP28F/0jMfSaBelpEMTzphjtKHhhYWPUxAm7VGKOrzSgbJ/m/YapZoI5BwrTd5W+lE89TntZ5jXUhnH3/072mnvZ7OJAFUseIfMj4VwmqdzSdvyrQz+Y/FvixwL9rgXzQCN+VJn/f+6j1XH+tRSpS1VhJD1pb+DgXMpInHFyaDOIY2Oz1qUyl6zdiYKyjX1r4Q37LlVl4HSNeSB0hAwEh8W0OhC3oi7++UuYrIHpHFy/9EJXvxShAliVoASAX+ECADV9xuUTicyDsEjot7o8TW2tvSOH9+/G28B/tZaTKFRR+zPc++ngC2ByYR+OPoiCAYBpV0LMiQAAiCwJLz86SlTRFTMbzrv3oj6rH3qwgVSXm0xeLtIwDvBKixgaE5ghzxB8ZrJgUegDmCpim7yt4i6YPxgUDw49I39gKUjVDAsEcUr77YB7A6xWYIBC8hhAAQsZwPQ0pfLy0Fr4k0BMlFoJnCgb2rQYpSNXmIem1YknBFLIG8pKUQjBONGCVihJE+oVgolGgH9KdL2Fg3xoyBanKFRPigKqrRQ+BOTNDSIxOBbV4Q3lkNDZ/B6V/PsCoAY7JQyfBpDkVf6lBNqQqFggfTiEYCRAg8OYBEQ6gscIODEWr9aBE+r8UgTkVDIdPiwXvyAAegXJtxQHGb2xqwRzyluQLsidQLhfxt5b7fmY/QNUh5M9T4H2/Ru9q4H5l5O9Ve/wH6JclViBsRkoAAAAASUVORK5CYII=).

* 1. Для каждого ребра сети {i, j}

Δ*wi*,*j* = αΔ*wi*,*j* + (1 − α)ηδ*joi*.

*wi*,*j* = *wi*,*j* + Δ*wi*,*j*.

1. Выдать значения *wij*.

где α - коэффициент инерциальнности для сглаживания резких скачков при перемещении по поверхности целевой функции